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Á Introduction

ÁWhat is Impervious Surface Area (ISA)?

ÁWhy ISA is important?

Á Review methods for extracting ISA

ÁLinear spectral mixture analysis (LSMA)

ÁArtificial neural networks (ANN)

ÁObject based image analysis (OBIA)

ÁSpectral indices approaches

Á Case study of Puli township (preliminary analysis)

Á Discussion and conclusion 2
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Á Impervious Surface Area (ISA)

ÁLand surface which water cannot infiltrate

ÁArtificial structures covered by impenetrable 

materials such as asphalt, concrete, brick and stone 

ÁMainly are building rooftops and pavement (roads, 

highways, sidewalks and parking lots)
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Á ISA Č indicator of the degree of urbanization

and environmental quality

ÁHydrological impact (urban runoff, GW recharge) 

ÁWater quality (non-point source pollution)

ÁUrban heat island effect (sensible and latent heat fluxes)
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ÁLinear spectral mixture 

analysis (LSMA)

ÁAssumes that the 

spectrum of each pixel is a 

linear combination of the 

ñendmembersò spectra

ÁRidd (1995) proposed 

VegetationïImpervious 

surfaceïSoil (VïIïS)

model for urban 

ecosystem analysis 
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Á Each endmember represents 

a pure land cover type

Á Endmembers selection

ÁMaximum Noise fraction (MNF) 

ÁTasseled Cap (TC) 

Á LSMA can be expressed as

C. Deng & C. Wu (2012)D. Lu, et.al. (2008)

Rj = the reflectance for each band j

N = the number of endmembers

fi = the fraction of endmember i

Rij = the reflectance of endmember i in band j
ej = the unmodeled residual
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Á M.C. Huang (2002)

ÁSalt Lake City area, USA

Á LANDSAT image

LANDSAT ETM+ V-I-S model

Percentages of selected urban 
features in a V-I-S diagram
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Á Artificial neural networks 

(ANN)

ÁMultilayer perceptron (MLP) 

network is structured with 3 

types of layers: input, 

hidden, and output layers. 

ÁThe back-propagation (BP) 

learning algorithm is a key 

to the success of an ANN 

model Ą require fewer 

training samples & yield the 

best result
3-layer neural-network structure


